
MATERIAL AND METHODSMATERIAL AND METHODS
Datasets are generated at random, following a Datasets are generated at random, following a gaussiangaussian distribution, using a custom simulation software. Datasets sizedistribution, using a custom simulation software. Datasets sizes span from 10s span from 1066

elements for the general parameter performances to 24elements for the general parameter performances to 24--1536 for the realistic ones (210.000 simulated datasets). Predic1536 for the realistic ones (210.000 simulated datasets). Prediction set tion set 

proportions for the realistic sizes are: 1/2, 1/4 and 1/8. Paramproportions for the realistic sizes are: 1/2, 1/4 and 1/8. Parameter performances are calculated over different level of noise ieter performances are calculated over different level of noise in both the n both the 

training and prediction set responses and different levels of sytraining and prediction set responses and different levels of systematic shifts in the prediction set responses. stematic shifts in the prediction set responses. 

Real datasets have been also  taken from literature [10Real datasets have been also  taken from literature [10--14] to compare the different validation parameters in real QSAR 14] to compare the different validation parameters in real QSAR scenarios.scenarios.

On the agreement of external validation parameters for linear On the agreement of external validation parameters for linear 
regression QSAR modelsregression QSAR models
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EXTERNAL VALIDATION PARAMETERSEXTERNAL VALIDATION PARAMETERS

AGREEMENT AMONG THE PARAMETERS AGREEMENT AMONG THE PARAMETERS -- DATASETS OF REALISTIC SIZEDATASETS OF REALISTIC SIZE

REAL QSAR SCENARIOS REAL QSAR SCENARIOS 
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QQ22 formulasformulas

ForFor everyevery valuevalue of of noisenoise, 10, 1066 simulatedsimulated

datasetsdatasets are are generatedgenerated. The . The concordanceconcordance

correlationcorrelation coefficientcoefficient isis the the mostmost restrictiverestrictive..

Thresholds are in the encircled numbers: 1) concordance Thresholds are in the encircled numbers: 1) concordance 

correlation coefficient and rcorrelation coefficient and r22mm--ExPy (experimental data ExPy (experimental data 

on the abscissa and predicted values on the ordinate) on the abscissa and predicted values on the ordinate) ––

rejection region starting from light gray, 2) rejection region starting from light gray, 2) GolbraikhGolbraikh and and 

TropshaTropsha method, method, QQ22
F1F1, , QQ22

F2F2 , , QQ22
F3F3 –– rejection region rejection region 

starting from middle gray, 3) rstarting from middle gray, 3) r22mm--EyPx (predicted data on EyPx (predicted data on 

the abscissa and experimental values on the ordinate) the abscissa and experimental values on the ordinate) ––

rejection region in dark gray.rejection region in dark gray.

ABSTRACTABSTRACT
The evaluation of linear regression QSAR models performances, boThe evaluation of linear regression QSAR models performances, both in fitting and external prediction, is of pivotal importance th in fitting and external prediction, is of pivotal importance [1][2]. While [1][2]. While 

leaveleave--oneone--out (LOO) Qout (LOO) Q22 internal validation technique (crossinternal validation technique (cross--validation) is well established, different external validation pvalidation) is well established, different external validation parameters have been arameters have been 

proposed in the last decade: Qproposed in the last decade: Q22
F1F1 (Shi) (Shi) [3][3] , Q, Q22

F2F2 ((SchSchüüüürmannrmann) [4], Q) [4], Q22
F3F3 ((ConsonniConsonni) ) [5][6][5][6], r, r22m (Roy) m (Roy) [7][7] and the and the TropshaTropsha--GolbraikhGolbraikh [8][8] method. method. 

These parameters usually are in accordance, making one confidentThese parameters usually are in accordance, making one confident of a model of a model predictivitypredictivity, but doubts arise when they give contradictory , but doubts arise when they give contradictory 

results. In these cases the QSAR model developer should understaresults. In these cases the QSAR model developer should understand which one of the aforementioned parameters is nd which one of the aforementioned parameters is ““the bestthe best””. However this . However this 

is not an easy task, mainly because no one of these parameters cis not an easy task, mainly because no one of these parameters could be considered ould be considered ““the bestthe best”” in every situation. We are thus looking for a in every situation. We are thus looking for a 

simpler method to evaluate the external simpler method to evaluate the external predictivitypredictivity of the models, independently on the set composition. In our opiof the models, independently on the set composition. In our opinion, the simplest method nion, the simplest method 

consists in the quantification of the similarity among the experconsists in the quantification of the similarity among the experimental data of external test set versus the corresponding valueimental data of external test set versus the corresponding values calculated by s calculated by 

the model. the model. 

In this study the concordance correlation coefficient [9] has beIn this study the concordance correlation coefficient [9] has been used as a reference and we have evaluated the number of contren used as a reference and we have evaluated the number of contradictory and adictory and 

agreeing results on validation parameters by means of 210.000 siagreeing results on validation parameters by means of 210.000 simulated datasets. A wide range of possible scenarios has been gemulated datasets. A wide range of possible scenarios has been generated nerated 

and, concerning the more realistic ones, 95% of agreement has beand, concerning the more realistic ones, 95% of agreement has been found among the concordance correlation coefficient and all ten found among the concordance correlation coefficient and all the he 

aforementioned validation parameters together. Our proposed coefaforementioned validation parameters together. Our proposed coefficient is the most precautionary among those analyzed. We have ficient is the most precautionary among those analyzed. We have verified verified 

that disagreements among results is related to two possible situthat disagreements among results is related to two possible situations: a) the external data points are well predicted (good matations: a) the external data points are well predicted (good matching), while at ching), while at 

least one of the validation parameters rejects the model (rare),least one of the validation parameters rejects the model (rare), b) the matching is not good and one or more validation parameteb) the matching is not good and one or more validation parameters accept the rs accept the 

model (relatively common). The second alternative is more dangermodel (relatively common). The second alternative is more dangerous for QSAR models, thus a deeper analysis of the results is suous for QSAR models, thus a deeper analysis of the results is suggested. ggested. 

Our method, verified also on real models, has been proposed as aOur method, verified also on real models, has been proposed as a tool to be used in addition, or even in alternative, to the afotool to be used in addition, or even in alternative, to the aforementioned rementioned 

external validation parameters to find out this kind of criticalexternal validation parameters to find out this kind of critical models with doubtful models with doubtful predictivitypredictivity..

Training set

Prediction set

Generate model External validation ExternalExternal validationvalidation isis basicallybasically

basedbased on on twotwo techniquestechniques::

•• QQ22 formulasformulas

•• ExperimentalExperimental vsvs predictedpredicted

responsesresponses

The The externalexternal validationvalidation parametersparameters agreeagree 96% (green 96% (green circlecircle) of ) of 

the the timestimes withwith the the concordanceconcordance correlationcorrelation coefficientcoefficient

((ConcCoConcCo) ) whenwhen no no systematicsystematic shiftshift isis addedadded (more (more realisticrealistic

situationsituation).).

96% agreement (green 96% agreement (green circlecircle) ) withwith the the concordanceconcordance correlationcorrelation

coefficientcoefficient isis foundfound mainlymainly in in acceptingaccepting modelsmodels. . 

100% agreement (100% agreement (redred circlecircle) ) isis reachedreached whenwhen allall the the parametersparameters

rejectreject allall the the modelsmodels ((shiftshift 0.9)..0.9)..

RESTRICTIVENESS COMPARISON RESTRICTIVENESS COMPARISON –– DATASETS OF REALISTIC SIZEDATASETS OF REALISTIC SIZE

CONCLUSIONS CONCLUSIONS 
� The The herehere proposedproposed concordance correlation coefficient concordance correlation coefficient ((ConcCoConcCo) ) is conceptually simpleis conceptually simple, , beingbeing similar to a correlation coefficientsimilar to a correlation coefficient, , and and 

proved to be the proved to be the thethe most most restrictiverestrictive parameterparameter in in acceptingaccepting modelsmodels using big simulated datasets.using big simulated datasets.

�� ConcCoConcCo is in good agreement (9is in good agreement (966%) with the other %) with the other parametersparameters whenwhen datasets of realistic sizesdatasets of realistic sizes are are simulatedsimulated. In the remaining . In the remaining 

situationssituations, , whewhenn the parameters are discordantthe parameters are discordant, , ConcCoConcCo isis the most restrictive in almost all the most restrictive in almost all the the cases.cases.

�� ConcCoConcCo isis the the mostmost reliable (stablereliable (stable) ) parameterparameter in the in the studiedstudied real datasetsreal datasets. . ThereforeTherefore, , wwhen the validation parameters hen the validation parameters disagreedisagree, , ConcCoConcCo

helps to make a decision whether a model should be accepted or nhelps to make a decision whether a model should be accepted or not as predictiveot as predictive..

�� PaperPaper submittedsubmitted toto J.J. ChemChem. . Inf.Inf. Mod.Mod.

[1] Tropsha et al. The importance of Being Earnest: Validation in the Absolute Essential for Successful Application and 

Interpretation of QSPR Models. QSAR Comb. Sci. 2003, 22, 69-76

[2] Gramatica. Principles of QSAR models validation: internal and external. QSAR Comb. Sci. 2007, 5, 694-701

[3] Shi et al. QSAR Models Using a Large Diverse Set of Estrogens. J. Chem. Inf. Comput. Sci. 2001, 41, 186-195.

[4] Schüürmann et al. External Validation and Prediction Employing the Predictive Squared Correlation Coefficients Test Set 

Activity Mean vs Training Set Activity Mean. J. Chem. Inf. Model. 2008, 48, 2140–2145

[5] Consonni et al. Comments on the Definition of the Q2 Parameter for QSAR Validation. J. Chem. Inf. Model. 2009, 49, 1669-1678

[6] Consonni et al. Evaluation of model predictive ability by external validation techniques. J. Chemom. 2010, 24, 194–

201

[7] Roy. On some aspects of validation of predictive quantitative structure-activity relationship models. Expert Opinion 

on Drug Discovery, 2007, 2, 1567-1577

[8] Golbraikh and Tropsha. Beware of q2. J. Mol. Graph. Model. 2002, 20, 269-276.

[9] Lin. A Concordance Correlation Coefficient to Evaluate Reproducibility. Biometrics 1989, 45, 255-268

[10] ENV/JM/MONO(2004)24. http://appli1.oecd.org/olis/2004doc.nsf/linkto/env-jmmono, p. 99. (accessed April 13, 2011)

[11] Gramatica et al. Approaches for externally validated QSAR modeling of Nitrated Polycyclic 

Aromatic Hydrocarbon mutagenicity. SAR QSAR Environ. Res. 2007, 18 , 169-178

[12] http://chem.sis.nlm.nih.gov/chemidplus/ (accessed April 13, 2011)

[13] Hendricks J. O. Industrial fluoro-chemicals. Ind. Eng. Chem. 1953, 45, 99-105

[14] Bhhatarai et al. CADASTER QSPR Models for Predictions of Melting and Boiling Points of 

Perfluorinated Chemicals. Mol. Inf. 2011, 30, Volume: 30, 189-204

ConcCoConcCo rejectsrejects modelsmodels whenwhen the the otherother parameteresparameteres acceptaccept themthem ConcCoConcCo acceptsaccepts modelsmodels whenwhen the the otherother parameteresparameteres rejectreject themthem

ItIt isis relativelyrelatively common common thatthat ConcCoConcCo rejectsrejects ““criticalcritical”” modelsmodels

acceptedaccepted byby one ore more of the one ore more of the otherother parametersparameters..

ItIt isis relativelyrelatively rare rare thatthat ConcCoConcCo acceptsaccepts ““criticalcritical”” modelsmodels

rejectedrejected byby one ore more of the one ore more of the otherother parametersparameters..

OverallOverall, the , the herehere proposedproposed concordanceconcordance

correlationcorrelation coefficientcoefficient ((ConcCoConcCo) ) provedproved toto bebe

more more restrictiverestrictive in in acceptingaccepting modelsmodels thanthan the the 

otherother parametersparameters..

NitroNitro--PAH PAH mutagenicitymutagenicity modelsmodels with discordant external validation parameter valueswith discordant external validation parameter values

Model 1Model 1 Model 7Model 7

GraphsGraphs are are comparablecomparable, , ConcCoConcCo hashas onlyonly a a smallsmall variationvariation and and rejectsrejects bothboth the the modelsmodels. . 

LargerLarger variationsvariations are are observedobserved in some of the in some of the otherother validationvalidation parametersparameters..

PFCsPFCs boilingboiling pointpoint modelsmodels with discordant external validation parameter valueswith discordant external validation parameter values

The The samesame resultsresults asas aboveabove are are observedobserved forfor ConcCoConcCo

whilewhile almostalmost allall of the of the otherother validationvalidation parametersparameters havehave

largerlarger variationsvariations..

GOLBRAIKH AND TROPSHA METHOD [8]GOLBRAIKH AND TROPSHA METHOD [8]

-- RR22 and Rand R22
00 ((originorigin forcedforced))

-- AngularAngular coefficientscoefficients

-- ClosenessCloseness: (R: (R22 –– RR22
00) / R) / R22

CalculatedCalculated forfor bothboth axesaxes dispositionsdispositions

((predictedpredicted valuesvalues vs. vs. experimentalexperimental / / 

experimentalexperimental vs. vs. predictedpredicted))

ExperimentalExperimental vsvs predictedpredicted responsesresponses
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DISCREPANCY FROM REFERENCE DISCREPANCY FROM REFERENCE –– DATASETS OF REALISTIC SIZEDATASETS OF REALISTIC SIZE

ConsideringConsidering the the valuesvalues obtainedobtained fromfrom the the 

simulatedsimulated modelsmodels, the , the discrepancydiscrepancy fromfrom

referencereference valuesvalues of the of the concordanceconcordance

correlationcorrelation coefficientcoefficient isis smallsmall, , expeciallyexpecially

forfor the the smallestsmallest datasetdataset..

ConcCoConcCo = = concordanceconcordance

correlationcorrelation coefficientcoefficient

Ordinate: Ordinate: numbernumber of of modelsmodels

AbscissaAbscissa: : datasetdataset sizesize

predpred 1/n: 1/n: predictionprediction set set 

proportionproportion

ItIt isis similarsimilar toto the the correlationcorrelation

coefficientcoefficient butbut takestakes intointo

account the account the diagonaldiagonal ((perfectperfect

match)match)WE PROPOSEWE PROPOSE

GENERAL PERFORMANCES USING BIG SIMULATED DATASETSGENERAL PERFORMANCES USING BIG SIMULATED DATASETS

[3]

[4]

[5][6]
[7]

The The parameterparameter ConcCoConcCo isis the one the one acceptingaccepting the the leastleast numbernumber of of modelsmodels –– mostmost cautelativecautelative

Model 1Model 1 Model 2Model 2
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